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ABSTRACT 

The following Theorem 1 and Theorem 2 are established. The proof utilizes 
the elementary properties of symmetric operators. It is shown that the 
symmetry condition is necessary for these theorems to hold. 

In this work we shall prove the following theorem which stems from consider- 
ation of  the minimal iteration method for eigenvalue problems ([1], [2]). 

TrmOREM 1. Let A be a bounded symmetric operator in Hilbert space H. 

Let f ~ H  f ~ 0 be chosen and let H k denote the span of f ,  Af , . . . ,Akf .  Let e be 
the orthogonal projection on H k and let B denote the restriction of PA to H k. 

Then there exists an absolute constant c(k) tending to zero as k ~ co which 

does not depend on A nor on f so that for  some 2 ~ a(A) and some # ~ a(B): 

2 
(1) [2 - "1--< c(k)I1 All-~ 4(~ + 1---7 II a II" 

The proof  of  Theorem 1 depends on the following propositions: 

PROPOSITION 1. i f  I IAT- , f l l - - -~ l l f l l ,  then there exists 2 ~ a ( A ) s o  that 

Ix-.l__<~. 
This is a direct consequence of  the spectral decomposition theorem. 

PROPOSITION 2. Let p, be the eigenvalues of  B. Then I.,I---II a 11" 

This is a direct consequence of  the minimax principle. It is easy to see that B is 
symmetric. Hence 

m - - ' p , '  = sup (BS, f)  I(eaf, f) l  I<Af, f)I 211 = sup = sup 

< sup I(Af'f)[ - :° ,~ I ' - - ~  = IIAI]. 

PROPOSITION 3. I f  p(x) is a polynomial having degree at most k, then 

p (a ) f  = p(B)f. 
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Proof. For i = 1,2, . . . ,  k, A ~ E H ~ ,  SO by a simple induction: 

The passage to polynomials is trivial. 

PROPOSITION 4. If B has a multiple eigenualue, then all the eigenvalues of B 
belong to a(A) .  

Proof. We shall prove that in this case H is an invariant subspace of A. So 
B = restriction of A to H, and hence a(B) c a(A) .  

It is sufficient to prove that in this case the vectors f, Af, A% are dependent 
because then we have for some 15 k - 1 

1 

~ ' + ' f  = C  AYE H ~ ,  
i = o  

and we can prove inductively that 

So let gl and g ,  be two different eigenvectors corresponding to the eigenvalue 
p, then some linear combination of g1 and g,  can be expressed by: 

Thus the linear dependence of A% i = 0, I , . . . ,  k is proved since not all coef- 
ficients in the last sum are zero. This leads to a contradiction and the proposition 
is established. 

Proof of Theorem 1. In view of Proposition 4 it is sufficient t o  consider 
the case where pi, the eigenvalues of B, are distinct. So let gi, i = 1 ,  . .a ,  k + 1 be an 
orthonormal base of eigenvectors corresponding to the eigenvalues pi. Let 
f = C:L,'fligi. We shall prove that Pi # 0. Indeed, Hk is spanned by 
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If  for some m: f t ,=0 ,  it follows that A Jr are orthogonal to g,, or that H k is 
orthogonal to g,  which is impossible. 

Consider now the following polynomials: 

~+I H ( x -  ~i) 
iCj ,n qj(x)= ~ Cnj j = l , 2 , . . . , k + l ,  

.=,  I-I ( ~ . -  ~,)' 
n~j  i¢=j,n 

where ]c.j[ = }l/flnl and the sign of c.j is chosen so that for any n and j :  

H ( .J  - ,,) 
>0 .  

( m  - ~,) 
fljCn j i~=j'n 

H 
i~ j ,n  

The polynomials qj(x) satisfy: 

(2) I/~.qj(m)} 
We shall prove that: 

(s) 

In fact: 

= 1 ,  n # j .  

max I fljqj(ttj)] > k. 
J 

k + 1 ,+  1 H (~j  - ~,) 
~_~ f l j q j (p j )  = ]~ fljCn j i* j , .  

j=  l n, j= l H (~n -- ~i) 
nC:j i¢=j,n 

> (k + 1)(k)(k+J)(k)J 2, fli i , j , .  = (k + 1)(k), 
. , , , p .  H I.,,.-71 
n ~=j i~ j ,n  

because the expression under the root sign is symmetric in j and n. 

Suppose that [fl,,q.(#,.)[ > k and consider the vector g = qm(A)f. Since qm(X) 
has the degree k - 1, it follows that qm(A)f= qm(B)f and: 

k + l  

g = E qm(fl,)fl, g,. 
i = 1  

By (2) and (3) 

k + l  

IlgII2- - z 
i = 1  

[qm(pi)fl, I 2 = ~, ]qm(l~i)fli[ 2 + [fl.qm(#m)[2 >= k + k 2. 

Consider now Ag - #.g. Since the degree of p(x) = (x - l~.)qm(X) is k, we have: 

II a g  - . . g l l 2  = II (A  - p.l)qm(A)f]]2 = I] (B - pmI)qm(B)f]12 
k + l  

= ~.~ I ( p i -  pro)" q.(p,)" ,,12 < k max I f l i -  . . l  2 ~ 4klla]l 2. 
l = l  f 
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So: 
2 

II a g  - grog II ~ ~ II a II [I g II 

which by Proposition 1 means that there exists ;t e a(A) so that (1) holds. Thus 
the proof is complete. 

REMARI¢. This estimate has no significance from the numerical analysis point 
of view. In general the estimate will be much better provided that some additional 
information about a(A) is given. For so-called "practical" estimates the reader 
is referred to [2]. 

Let us now apply Theorem 1 to get: 

THEOREM 2. Under the conditions of Theorem 1 the eigenvalues of PA can 
be ordered so that for any #i, J = 1,2, ..., k there exists 2(j)E tr(A): 

2 
(4) I#J- ~(J)l ~ ,/(k+2-j)I1~11 

REMARK. This means that for large k most of the eigenvalues of B will be 
close to points in the spectrum of A. As in Theorem 1 the estimates depend on k 

and 11A II only. 
Proof. As in Theorem 1 it is sufficient to consider the case where the eigen- 

values of B are distinct. We shall prove the theorem by induction. Suppose that 
the theorem is true for j =  1,2,...,m and consider the vector 

f m =  f i  (A - #fl)f. 
] = 1  

Denote by H~' the span offm, Afm,...,Ak-mfm; by Pm the projection on H~','and 
by B= the restriction of PmA to H~'. 

By Theorem 1 there exists # ~ a(B=) and 2 ~ a(A) so that: 

2 
(5) I.-41 --< x / k - m +  1 Ilall" 

The induction will be complete if we show that # e tr(B)and/~ #/~i,i = 1, 2, ..., m.* 
Indeed, by Proposition 3 for i = O , . . . , k - m :  

k + l  

: fI (A - .,0S-- f i  -",')f--  x m fI 
j = l  j = l  l = m + l  j = l  

This means that A~fm, i = 0,1, . . . , k -  m are spanned by gj, j = m + 1, ...,k + 1. 
A~fm are independent because A~f, i = 0,1, ...,k + 1 are independent; therefore 

* In this case we define /~=/tm+ I, establishing (4) for m + 1. 
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by dimension a rgument  H~' is the span of  gi, J = m + 1 , . . . , k  + 1. Hence B is 
invariant  in H~' and the eigenvalues of  B,, coincide with ttm+ 1, "",/~k+ 1 which are 
different f rom /~l,...,/am. Thus  the p r o o f  is complete.  

The condit ion that  A is symmetr ic  is necessary as the following example  will show. 

Define H to be the space of  double sequences ( ' - ' , a - i ,  ' " ,  a0, "" ,a i ,  "" ) so that  

~,~_oola , l  2 < oo. Define A to be the left shift opera tor ,  i.e. if q~i is a unit vector  

(" ' ,0 ,"- ,0 ,  li, "" ,0 , ' " )  - -  o(3 < i < o0, then Ad)i = dPi-r A is uni tary so for  any 

2~¢r(A): [2 t = 1. 
Let f =  ~bk; then Hk will be spanned by ~bo, dp t, "',~bk. The  point  0 is the only 

point  in a(B)(~b o only is an eigenvector so [0 - 21 = 1 contrary  to the t heo rem ' s  

conclusion. 
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